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Abstract

This paper presents a novel numerical formulation for computing flows of any Mach number. The following features

make the present scheme different from the existing works: (1) The spatial discretizations are constructed by using two

kinds of moments which are defined as the volume integrated average (VIA) and the surface integrated average (SIA),

both of which are computed as the prognostic variables; (2) the CIP-CSL3 (constrained interpolation profile-conser-

vative semi-lagrangian with third-order polynomial function) scheme is used for the advection transport; (3) a simple

artificial compression can be devised by modifying the slope parameter in the CIP-CSL3 scheme. Moreover, the

conservation is exactly assured for the VIA quantities. As the first of the series, this paper mainly focuses on the

computations of inviscid compressible flows. Our numerical results show that the present method gives correct shock

speed, well-resolved shock front, contact discontinuity and rarefaction waves for a wide spectrum of test problems.

� 2003 Elsevier Inc. All rights reserved.

AMS: 65C20; 76M20; 76T05; 65P05; 77F05

Keywords: Unified method; Conservative scheme; Integrated moment; Pressure projection; Euler conservation laws; Shock capturing;

Compressible and incompressible flows
1. Introduction

A unified method which appears accurate and efficient for all Mach number, ranging from zero to su-

personic is attractive for practical applications. The standard methods for compressible flows show to be

not numerically robust and efficient in the case of low Mach number or weak compressibility, because of

the stiffness of the governing equations. A remedy that makes the numerical methods for compressible flows
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applicable to flows of low Mach number is to precondition the original system, see [5,15,24,27], for details

on this category.

The alternative to this is to extend the projection type methods for incompressible flows by introducing
the compressibility into the projection procedure. Originated by Harlow and coworkers [6–8] and Chorin

[4], the classical method for incompressible flows is to project the final velocity onto a divergence free

subspace. The pressure or pressure-equivalent variable plays a central role in the projection method. Since

the change in pressure is of much more physical significance than that in density under weak compress-

ibility, the projection methodology (often referred also as pressure based method) is more stable and ef-

ficient in the computations for low Mach number flows. The pressure based projection methods in fact

suggest an implicit treatment for the acoustic wave related part in the governing equation, thus some stable

numerical formulations that belong to the pressure based methods for incompressible flow can be extended
to compressible flows by including the compressibility into the projection procedure. Researches in this

direction have been conducted in [3,12,14,18,22,38]. A more complete review can be found in [28]. In these

works, a staggered grid which proves to be more suitable for coupling the velocity and pressure in a

projection method has been adopted, and some of them are not cast in a conservative form. The numerical

results for compressible flows of this sort algorithms can be competitive to the conventional compressible

flow solvers in some situations, however further improvements are still required concerning both spatial

approximations and time stepping algorithms.

This paper presents a unified scheme for compressible and incompressible flows which is different
from the existing ones. We solve the conservation laws for all the mass, the momentum and the total

energy through a fractional step procedure with the pressure been pre-diagnosed by a Poisson equation

derived from the mass continuity equation, the momentum equation, the equation of state and the

thermodynamic equation to include the compressibility. The spatial discretization and the time

marching are approximated by a multi-integrated moment method recently proposed by the author

[31]. Two integrated moments of a physical quantity are defined as the volume integrated average

(VIA) and the surface integrated average (SIA). The resulting methodology, which is called VSIAM3

(volume/surface integrated average based multi-moment method), applies to general dynamical prob-
lems defined in time-space domain. The integrated moments which are hierarchically defined in different

dimensionality are reciprocal in constructing numerical model. The VSIAM3 conserves the VIA

quantities which are computed via a flux form. The advection transport is computed by CIP-CSL3

(constrained interpolation profile-conservative semi-lagrangian with third-order polynomial function)

scheme [33], which provides straightforwardly an artificial compression parameter to reduce the

numerical diffusions.

In Section 2, the numerical formulation is described. Numerical tests are given in Section 3. Since the

present method is derived from an incompressible framework, it is trivial to implement it to incompressible
flows. To see if such a pressure based method works well with compressible flows, we extensively tested the

scheme with various typical benchmark tests of compressible flow in this paper. Comparisons with other

existing methods were also carried out. The paper ends with some short remarks in Section 4.
2. The numerical formulation

We consider the inviscid compressible flow. The Euler equations describe the non-linear hyperbolic
system for the dynamics of inviscid compressible flow. Its conservative form is written as

oU

ot
þ oFðUÞ

ox
¼ 0; ð1Þ

where
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U ¼
q
m
E

0
@

1
A

and

FðUÞ ¼
m

umþ p
Euþ pu

0
@

1
A;

with q being the density, u the velocity, m ¼ qu the momentum and E the total energy. Suppose we have

perfect gas, the pressure can be obtained by the equation of state as p ¼ ðE � qu2=2Þðc� 1Þ with c being the
ratio of the specific heats. The flux in Eq. (1) is further divided into the advection part and the non-

advection part,

FðUÞ ¼ FIðUÞ þ FIIðUÞ ¼
m
um
Eu

0
@

1
Aþ

0

p
pu

0
@

1
A:

2.1. The fractional step procedure

Let us start with all values at nth step known as qn, mn and En. We first compute the advection part,

denoted by FIðUÞ, with the CSL3 scheme, which is going to be described later, and obtain the value for
density at the new time step qnþ1 and the provisional values of the momentum and the total energy as m}

and E}. The semi-discretized equations of the non-advection part are then written as

mnþ1 � m}

Dt
¼ � opnþ1

ox
ð2Þ

and

Enþ1 � E}

Dt
¼ � oðupÞnþ1

ox
; ð3Þ

where Dt is the time integration interval. From (2), we have

1

Dt
omnþ1

ox

�
� om}

ox

�
¼ � o2pnþ1

ox2
: ð4Þ

The first term on the left-hand side of Eq. (4) provides a point to include the compressibility into a pressure

based projection method, and is approximated by

omnþ1

ox
¼ u}

oqnþ1

ox
þ qnþ1 ou

nþ1

ox
: ð5Þ

For compressible flow, change in fluid density connects directly to the volume change rate, hence to the

divergence which is then expressed through the spatial variations in velocity. This is presented by the

following equation in 1D:

dq
dt

¼ �q
du
dx

; ð6Þ

where d=dt and d=dx denote the variations in time and space, respectively, for a fluid parcel.
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Recall the equation of state and the first law of thermodynamics, we have the following relations among

the thermodynamic variables and the velocity field,

dp
dt

¼ ðc� 1Þ e
dq
dt

�
þ q

de
dt

�
ð7Þ

and

de
dt

¼ � p
q
du
dx

: ð8Þ

Eqs. (6), (7) and (8) are the part that relates to the acoustic wave and compressibility. We then arrive at

du
dx

¼ � 1

cp
dp
dt

: ð9Þ

The above relation states the response of the velocity field to the disturbance in the pressure field or vice

versa.

By replacing the divergence term expressed by (9) in (5) and using Euler forward stepping to the pressure

tendency, we recast (4) as

o2pnþ1

ox2
¼ 1

Dt

�
� u}

oqnþ1

ox
þ 1

C2

pnþ1 � p}

Dt
þ om}

ox

�
; ð10Þ

where C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cp}=qnþ1

p
is the sound speed. It is obvious that Eq. (10) becomes exactly the pressure Poisson

equation in the projection method for incompressible flows when Mach number (M ¼ u=C) approaches
zero, and we do not meet the singularity in the pressure Poisson equation in the case of M ¼ 0. The above
Poisson equation is similar to those in the ICE (implicit continuous Eulerian) method [7] and the PISO

(pressure implicit with splitting of operators) [11] method, but we use a fractional step procedure. This

make the computation very simple, though leading to a first-order time stepping.

As we will see later, the multi-moment framework provides a convenient discretization for Eq. (10)

where the averaging due to the conventional staggered grid is not needed.

Our numerical experiments show that competitive results can be obtained even with the following simple

formula for the compressible regime

pnþ1 ¼ C2Dt u}
oqnþ1

ox

�
þ qnþ1

cDt
� om}

ox

�
: ð11Þ

This equation is obtained by just omitting the second-order derivative of pressure in Eq. (10). Eq.(11) gives

a formulation quite similar to the artificial viscosity of Neumann type [10,19,29], i.e., the extra artificial
viscosity to the pressure is in proportion to the convergence in velocity field. This reveals to some extent

that the pressure computation in the non-advection part can be interpreted as adding an artificial viscosity

to the pressure field. Nevertheless, we solve the Poisson equation (10) instead of an explicit artificial vis-

cosity in the present model to get a uniform scheme that also works for low Mach or incompressible flows.

In this study, the Poisson pressure equation (10) is solved by the Thomas algorithm, a direct solver based

on LU decomposition. An iterative method might be more efficient in multi-dimensional computations.

After pnþ1 is solved by (10) or (11), the momentum and the total energy are then updated by (2) and (3). It is

noted that all the mass, momentum and total energy are predicted in a conservative form, which is different
from those reported in [3,38] where all or part of the variables are computed by non-conservative for-

mulations. Using multi-integrated moment, our spatial discretizations for the above equations are com-
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pletely different from the conventional finite difference method or finite volume method, and will be

discussed next.

2.2. The multi-moment discretization

The multi-moment concept is found in the CIP method [35,36], where in addition to the grid point value

of a physical field, the first-order derivatives are also treated as the extra �moments� and predicted in the

numerical model as other dependent variables. The CIP method has been so far improved and applied to

various physical problems. See [39] for a review on the CIP method. Utilizing the multi-moments makes the

CIP method different from other numerical categories, and provides us a new way to construct numerical

formulations. In this paper, instead of the derivative moments, we use two kinds of integrated moments to
build the numerical model.

Let /ðx1; x2; . . . ; xm; tÞ be any physical variable defined in m dimensional coordinate and time t. We

denote a fixed control volume (CV) by V � Rm and its surface by S � Rm�1. In practice, the surface is

approximated by a set of L connected planes, i.e., S ¼ [L
l¼1Sl.

The volume-integrated average (VIA) of /ðx1; x2; . . . ; xm; tÞ can be defined as

V/ ¼ 1

jVj

Z
V

/ðx1; x2; . . . ; xm; tÞdV ð12Þ

and the surface-integrated averages (SIAs) of /ðx1; x2; . . . ; xm; tÞ on each segment of the surface planes are

computed as

Sl/ ¼ 1

jSlj

Z
Sl

/ðx1; x2; . . . ; xm; tÞdS for l ¼ 1; 2; . . . ; L; ð13Þ

where jVj and jSlj denote the volume of the CV and the area of the lth surface segment.

Choosing the control volume and the surface segments is arbitrary. From practical consideration, the

simplest control volume can be a hyper cube in Rm with all surface segments being, respectively, normal to

the coordinate axes. Thus, we have one VIA (V/) and m SIAs (S1/; S2/; . . . ; Sm/) for the physical field

/ðx1; x2; . . . ; xm; tÞ. The VIA V/ is defined inside the CV and staggeringly located in respect to the SIAs

(Sl/; l ¼ 1; 2; . . . ;m) which are on the surface segments.

Note that the VIA degrades to a line integrated average and the SIA to a point value in one dimensional
case, we denote them by x/ and 0/ . Let /ðx; tÞ be integrable on the x line which has a partition defined by

PðXiÞ ¼ ðxi�ð1=2Þ; xiþð1=2ÞÞ with i ¼ 1; . . . ; imax. We have one VIA and one SIA defined, respectively, as

x/ðtÞi ¼
1

Dxi

Z xiþð1=2Þ

xi�ð1=2Þ

/ðx; tÞdx ð14Þ

and

0/ðtÞiþð1=2Þ ¼ /ðxiþð1=2Þ; tÞ; ð15Þ

with Dxi ¼ xiþð1=2Þ � xi�ð1=2Þ.

The discretizations of the differential or integral operators can be computed by using interpolations

based on VIA and SIA. Shown in Fig. 1, a simple linear interpolation can be constructed by using the VIAs

of the two neighboring cells as

U1ðxÞ ¼ a1 þ b1 x
�

� xiþð1=2Þ
�

ð16Þ

with



Fig. 1. The mesh and the locations of VIA and SIA in a multi-integrated moment method. U1ðxÞ and U2ðxÞ indicate the linear and the

parabolic interpolations, respectively, which can be constructed over two cells based on VIA and SIA.
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a1 ¼
1

Dxi þ Dxiþ1

Dxiþ1
x/i

�
þ Dxix/iþ1

�
; ð17Þ
b1 ¼
2

Dxi þ Dxiþ1

x/iþ1

�
� x/i

�
; ð18Þ

while a parabolic polynomial can be constructed by using both VIA and SIA as

U2ðxÞ ¼ a2 þ b2 x
�

� xiþð1=2Þ
�
þ c2 x

�
� xiþð1=2Þ

�2
; ð19Þ

where

a2 ¼ 0/iþð1=2Þ; ð20Þ
b2 ¼
2

Dxi þ Dxiþ1

Dxi
Dxiþ1

x/iþ1

��
� 0/iþð1=2Þ

�
� Dxiþ1

Dxi
x/i

�
� 0/iþð1=2Þ

�	
; ð21Þ
c2 ¼ 3
1

DxiðDxi þ Dxiþ1Þ
x/i

��
� 0/iþð1=2Þ

�
þ 1

Dxiþ1ðDxi þ Dxiþ1Þ
x/iþ1

�
� 0/iþð1=2Þ

�	
: ð22Þ

Similarly, a quartic interpolation can be constructed by including the extra two SIA values, 0/i�ð1=2Þ and
0/iþð3=2Þ, at xi�ð1=2Þ and xiþð3=2Þ.

The gradient operator, ox/ � o/=ox, at xiþð1=2Þ then can be computed by

xox/iþð1=2Þ ¼
oU1ðxÞ
ox

� 	
iþð1=2Þ

¼ b1 ð23Þ

or

xox/iþð1=2Þ ¼
oU2ðxÞ
ox

� 	
iþð1=2Þ

¼ b2: ð24Þ

The Laplacian operator, oxx/ � o2/=ox2, can be approximated by

xoxx/i ¼
1

Dxi

oU1ðxÞ
ox

� 	
iþð1=2Þ

(
� oU1ðxÞ

ox

� 	
i�ð1=2Þ

)
ð25Þ
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or

xoxx/i ¼
1

Dxi

oU2ðxÞ
ox

� 	
iþð1=2Þ

(
� oU2ðxÞ

ox

� 	
i�ð1=2Þ

)
: ð26Þ

It is obvious that these formulations are exactly equivalent to the central differencing if the mesh is

uniformly spaced and the VIA is located at the cell center.

Regarding the Euler equations, given the VIAs and the SIAs at t ¼ tn as xqn
, xmn

, xE
n
, 0q

n
, 0m

n
and 0E

n
,

we use the CIP-CSL3 scheme to solve the advection part and get xqnþ1
, xm}

, xE
}
, 0q

nþ1
, 0m

}
and 0E

}
.

Considering the pressure as a VIA quantity, we have the discretized form for (10)

2

Dxi

xpnþ1

iþ1 � xpnþ1

i

Dxi þ Dxiþ1

 
�

xpnþ1

i � xpnþ1

i�1

Dxi�1 þ Dxi

!
þ 1

ðCiDtÞ2
xpnþ1

i

¼ 1

Dt

0
@� xu}i

0q
}
iþð1=2Þ � 0q

}
i�ð1=2Þ

Dxi
� 1

C2
i

xp}i
Dt

þ
0m

}
iþð1=2Þ � 0m

}
i�ð1=2Þ

Dxi

1
A; ð27Þ

with xu}i ¼ xm}
i =

xqnþ1

i , Ci ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cp}i =q

nþ1
i

q
and xp}i ¼ ½xE}

i � xqnþ1

i ðxu}i Þ
2
=2�ðc� 1Þ.

Correspondingly, the computational expression for (11) is

xpnþ1

i ¼ C2
i Dt

xu}i
0q

nþ1

iþð1=2Þ � 0q
nþ1

i�ð1=2Þ

Dxi

0
@ þ

xqnþ1

i

cDt
�

0m
}
iþð1=2Þ � 0m

}
i�ð1=2Þ

Dxi

1
A: ð28Þ

Once xpnþ1

i is computed for i ¼ 1; 2; . . . ; imax, we predict the SIA quantity for the momentum by

0m
nþ1

iþð1=2Þ ¼ 0m
}
iþð1=2Þ � 2Dt

xpnþ1

iþ1 � xpnþ1

i

Dxi þ Dxiþ1

: ð29Þ

The VIA of m is then advanced by the so called time-evolution converting (TEC) formula

xmnþ1

i ¼ xm}
i þ 1

2
0m

nþ1

iþð1=2Þ

�
� 0m

}
iþð1=2Þ þ 0m

nþ1

i�ð1=2Þ � 0m
}
i�ð1=2Þ

�
: ð30Þ

The SIA of the total energy is predicted as

0E
nþ1

iþð1=2Þ ¼ 0E
}
iþð1=2Þ � 2Dt

xunþ1

iþ1
xpnþ1

iþ1 � xunþ1

i
xpnþ1

i

Dxi þ Dxiþ1

: ð31Þ

Analogously, the VIA of E is finally updated by the corresponding TEC formula

xE
nþ1

i ¼ xE
}
i þ 1

2
0E

nþ1

iþð1=2Þ

�
� 0E

}
iþð1=2Þ þ 0E

nþ1

i�ð1=2Þ � 0E
}
i�ð1=2Þ

�
: ð32Þ

An alternative to (31) and (32) for updating the total energy is to compute the VIA of E by an upwind

formulation in terms of the VIAs of p and u at first, and then update the SIA of E via the TEC formula.

This gives a convenient discretization in multi-dimensional computations.

2.3. The CIP_CSL3 scheme

In the solution procedure discussed in the above subsection, the advection phase can be computed by the

so called Constrained Interpolation Profile_Conservative Semi-Lagrangian (CIP_CSL) schemes [33,37]. In
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the present study, we used the CIP_CSL3 scheme proposed in [33]. In CIP_CSL3 scheme, the numerical

oscillations were eliminated by introducing a slope limiter at the center of each mesh cell. The slope, as a

parameter in reconstructing the interpolation profile, in fact provides us a large freedom to control the
interpolation profile and thus to modify the numerical solutions. It has been used in an interface tracking

scheme for incompressible flow [32] and also appears effective in reducing numerical diffusions in com-

pressible flow simulations. Next, we briefly describe the CIP-CSL3 scheme in terms of the two integrated

moments, VIA and SIA.

The CIP-CSL3 method is originally designed to solve the transport equation

o/
ot

þ o

ox
ðu/Þ ¼ 0; ð33Þ

where t refers to the time, x the spatial coordinate, u the advection speed and / the transported quantity.

Let x/
n

i and 0/
n

iþð1=2Þ, with i ¼ 1; 2; . . . ; imax, be the VIA and the SIA of / defined by (14) and (15), re-

spectively. The ith piece of the interpolation function is constructed over upwind stencils. Taking the case of

u < 0, a left-bias interpolation can be written as

UL
i ðxÞ ¼ 0/

n

i�ð1=2Þ þ cL1i x
�

� xi�ð1=2Þ
�
þ cL2i x

�
� xi�ð1=2Þ

�2 þ cL3i x
�

� xi�ð1=2Þ
�3
; for x 2 xi�ð1=2Þ; xiþð1=2Þ


 �
:

ð34Þ

From the continuity conditions of UL
i ðxÞ at the two ends of the cell, we have

UL
i xi�ð1=2Þ
� �

¼ 0/
n

i�ð1=2Þ ð35Þ

and

UL
i xiþð1=2Þ
� �

¼ 0/
n

iþð1=2Þ: ð36Þ

A constraint for the conservation of cell-integrated average is imposed as

1

Dxi

Z xiþð1=2Þ

xi�ð1=2Þ

UL
i ðxÞdx ¼ x/

n

i : ð37Þ

Another constrained condition for the interpolation construction is imposed on the first-order derivative

of UL
i ðxÞ, at the middle point of the cell

dUL
i ðxÞ
dx

¼ dn
i : ð38Þ

The slope of the interpolation function at the cell center dn
i remains as a free parameter to be determined.

This parameter provides us a way to modify the interpolation function for reducing numerical diffusion and
suppressing numerical oscillation. Some practical candidates for computing it were given in [33].

In terms of 0/
n

i�ð1=2Þ;
0/

n

iþð1=2Þ; dn
i and x/

n

i , the polynomial (34) can be completely determined with (35)–

(38), and the coefficients read

cL1i ¼ � 6

Dxi
x/

n

i þ
6

Dxi
0/

n

iþð1=2Þ � 2dn
i ; ð39Þ
cL2i ¼ � 6

Dx2i
x/

n

i þ
3

Dx2i
30/

n

iþð1=2Þ

�
� 0/

n

i�ð1=2Þ

�
� 6

Dxi
dn
i ; ð40Þ
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cL3i ¼
4

Dx3i
0/

n

iþð1=2Þ

�
� 0/

n

i�ð1=2Þ

�
� 4

Dx2i
dn
i : ð41Þ

Analogously, the right-bias UR
i interpolation function in the following form

UR
i ðxÞ ¼ 0/

n

iþð1=2Þ þ cR1i x
�

� xiþð1=2Þ
�
þ cR2i x

�
� xiþð1=2Þ

�2 þ cR3iðx� xiþð1=2ÞÞ3 for x 2 xi�ð1=2Þ; xiþð1=2Þ

 �

;

ð42Þ

can also be derived from the same constraint conditions.

Once the interpolation function is determined, the SIA 0/ at time step nþ 1 is firstly updated by a semi-
Lagrangian solution as

0/
�
iþð1=2Þ ¼

UR
i ðxiþð1=2Þ þ aÞ if a < 0;

UL
iþ1ðxiþð1=2Þ þ aÞ if a > 0:

�
ð43Þ

and corrected according to the divergence of the velocity field

0/
nþ1

iþð1=2Þ ¼ 0/
�
iþð1=2Þ �

Z
s

/
ou
ox

� �
ds0; ð44Þ

where s is the trajectory through which the semi-Lagrangian particle travels during Dt. We use the following

approximation in this study

Z
s

/
ou
ox

� �
ds0 ¼

0:50/
�
iþð1=2Þ

0u
�
iþð1=2Þ � 0u

�
i�ð1=2Þ þ 0u

n

iþð1=2Þ � 0u
n

i�ð1=2Þ

� �
Dt=Dxi if a < 0;

0:50/
�
iþð1=2Þ

0u
�
iþð3=2Þ � 0u

�
iþð1=2Þ þ 0u

n

iþð3=2Þ � 0u
n

iþð1=2Þ

� �
Dt=Dxiþ1 if a > 0;

8<
: ð45Þ

where u� is the provisional value of the velocity right after the semi-Lagrangian solution in fluid compu-

tation. The displacement is estimated by a Taylor approximation up to third order [17] as

a ¼ �uiþð1=2ÞDt þ
1

2
uiþ1

2
ðDtÞ2 ou

oz

� �
iþð1=2Þ

� 1

6
uiþð1=2ÞðDtÞ3

ou
oz

� �2

iþ1
2

"
þ uiþð1=2Þ

o2u
oz2

� �
iþð1=2Þ

#
; ð46Þ

where ðou=ozÞiþð1=2Þ and ðo2u=oz2Þiþð1=2Þ are computed by central differencing.

The VIA x/ is advanced by a flux form from the conservative relation

x/
nþ1

i ¼ x/
n

i � giþð1=2Þ
�

� gi�ð1=2Þ
�


Dxi; ð47Þ

where giþð1=2Þ represents the flux across boundary x ¼ xiþð1=2Þ during tnþ1 � tn and is computed as

giþð1=2Þ ¼
Z xiþð1=2Þ

xiþð1=2Þþa
UR

i ðxÞdx for a < 0; ð48Þ
giþð1=2Þ ¼ �
Z xiþð1=2Þþa

xiþð1=2Þ

UL
iþ1ðxÞdx for a > 0: ð49Þ

As shown in [33], the reconstructed profile can be easily modified in the CIP-CSL3 scheme by the slope
parameter dn

i . Numerical oscillation can be effectively suppressed if we approximate dn
i by using the fol-

lowing formulation [25]
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d̂i ¼ minmod
Siþð1=2Þ þ Si�ð1=2Þ

2
; 2Siþð1=2Þ; 2Si�ð1=2Þ

� �
; ð50Þ

with Siþð1=2Þ ¼ 2ð/iþ1 � /iÞ=ðDxi þ Dxiþ1Þ. As given in [33], the �point-value� of the interpolation function at

cell center can be computed as

/i ¼ 3
2
x/

n

i � 1
4

0/
n

iþð1=2Þ

�
þ 0/

n

i�ð1=2Þ

�
: ð51Þ

A simple modification to artificially control the numerical diffusion and compression can be made by re-

writing the slope parameter as

dn
i ¼ bid̂i: ð52Þ

The parameter bi functions as a modification to the slope. It is obvious that any bi larger than one will
enforce the local sharpness of each piece-wisely constructed profile, while a bi less than one will produce

extra numerical diffusion to the solution. Fig. 2 shows the numerical results with different bi. Without

producing numerical oscillations, the numerical diffusion and the artificial compression can be effectively

controlled by simply changing the values of bi. Throughout the numerical tests presented in this paper the

following solution dependent formula for bi is used.

bi ¼
0:0125 if 0u

n

i�ð1=2Þ � 0u
n

iþð1=2Þ > 0:01Dxi;
1:2 otherwise:

�
ð53Þ

It is clear from (53) that a �flatter� interpolation function is used in the region where velocity converges,

which indicates the existence of a shock. As given in (53), the parameter b is a dimensionless positive and

depending on the local gradient of the velocity field. We should note that the determination of b is

somewhat arbitrary and might be problem dependent. The values specified in (53) has been determined

from numerical experiments in the present study. We find that (53) works well with all numerical test re-

ported in this paper.
2.4. Remarks on the conservation

In the present formulation, the pressure is an auxiliary variable needed for computing the non-advection

fluxes of momentum and total energy. The pressure itself is not a conservative quantity in physics, and is

solved in the non-advection part through a way similar to that in the projection method for incompressible

flow. The original conservative variables, such as density, momentum and total energy are the dependent

variables solved in the present method.

The discretization algorithm can be designed so that the volume integrated averages (VIAs) of the
conservative variables in the original continuum system, i.e., density, momentum and total energy, are

numerically conserved. In regard to the conservation of the whole discretization procedure, we have the

following facts.

Proposition 1. The volume integrated averages ðVIAsÞ of density, momentum and total energy are exactly

conserved in the advection computation if the CIP_CSL3 scheme is used.

Proof. It is trivial to understand this by just observing the fact that in CIP_CSL3 scheme the volume in-

tegrated average (VIA) of the advected quantity is computed in a flux form (47). �
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Proposition 2. For a grid with uniform spacing, the TEC formula (30) and (32), with the SIAs of momentum

and total energy updated by (29) and (31), conserve the VIAs of momentum and total energy in the non-

advection part.
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Proof. Assuming the grid is equally spaced with Dxi ¼ Dx, we write the (29) and (31) as

0m
nþ1

iþð1=2Þ ¼ 0m
}
iþð1=2Þ � Dt

xpnþ1

iþ1 � xpnþ1

i

Dx
ð54Þ

and

0E
nþ1

iþð1=2Þ ¼ 0E
}
iþð1=2Þ � Dt

xunþ1

iþ1
xpnþ1

iþ1 � xunþ1

i
xpnþ1

i

Dx
: ð55Þ

Substituting (54) and (55) into (30) and (32), respectively, we obtain

xmnþ1

i ¼ xm}
i þ 1

2
ð0mnþ1

iþð1=2Þ � 0m
}
iþð1=2Þ þ 0m

nþ1

i�ð1=2Þ � 0m
}
i�ð1=2ÞÞ ¼ xm}

i � Dt
pnþ1
iþð1=2Þ � pnþ1

i�ð1=2Þ

Dx
ð56Þ

and

xE
nþ1

i ¼ xE
}
i þ 1

2
ð0Enþ1

iþð1=2Þ � 0E
}
iþð1=2Þ þ 0E

nþ1

i�ð1=2Þ � 0E
}
i�ð1=2ÞÞ ¼ xE

}
i � Dt

ðupÞnþ1

iþð1=2Þ � ðupÞnþ1

i�ð1=2Þ

Dx
; ð57Þ

where pnþ1
iþð1=2Þ ¼ ðxpnþ1

iþ1 þ xpnþ1

i Þ=2 and ðupÞnþ1

iþð1=2Þ ¼ ðxunþ1

iþ1
xpnþ1

iþ1 þ xunþ1

i
xpnþ1

i Þ=2.
The TEC formula (56) and (57) are of flux form, and equivalent to the collocated central scheme in terms

of VIA variables. �

Proposition 3. For a grid with non-uniform spacing, the conservation of the VIAs of momentum and total

energy can be assured if the following TEC formula are used,

xmnþ1

i ¼ xm}
i þ 1

4Dxi
ðDxi
h

þ Dxiþ1Þ 0m
nþ1

iþð1=2Þ

�
� 0m

}
iþð1=2Þ

�
þ ðDxi þ Dxi�1Þ 0m

nþ1

i�ð1=2Þ

�
� 0m

}
i�ð1=2Þ

�i
ð58Þ

and

xE
nþ1

i ¼ xE
}
i þ 1

4Dxi
ðDxi
h

þ Dxiþ1Þ 0E
nþ1

iþð1=2Þ

�
� 0E

}
iþð1=2Þ

�
þ ðDxi þ Dxi�1Þ 0E

nþ1

i�ð1=2Þ

�
� 0E

}
i�ð1=2Þ

�i
: ð59Þ
Proof. The following conservative formula of flux-form can be immediately obtained by combining (29) and

(31) with (58) and (59), respectively,

xmnþ1

i ¼ xm}
i � Dt

pnþ1
iþð1=2Þ � pnþ1

i�ð1=2Þ

Dxi
ð60Þ

and

xE
nþ1

i ¼ xE
}
i � Dt

ðupÞnþ1

iþð1=2Þ � ðupÞnþ1

i�ð1=2Þ

Dxi
: ð61Þ

The conservation of the VIAs then follows. �

In a VSIAM3 formulation, the SIA quantities are not necessarily conserved, while the VIAs can be

computed in an exactly conservative manner. The conservation of VSIAM3 will be tested with strong
shocks containing extremely large jumps and high Mach flow in Section 3.
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Before end this subsection, it should be mentioned that conservative formulation can also be constructed

under a framework where the pressure is computed as a dependent variable [26].

2.5. Remarks on incompressible flow computation

Consider the incompressible flow to be the case when the sound speed C becomes infinity, we have

o2pnþ1

ox2
¼ 1

Dt

�
� u}

oqnþ1

ox
þ om}

ox

�
ð62Þ

by dropping out the term including C from (10) . For an incompressible flow of uniform density in multi-

dimensions, Eq. (62) is equivalent to

r2pnþ1 ¼ 1

Dt
qr � V}: ð63Þ

It is the Poisson pressure equation in the projection method of Chorin [4], Kim and Moin [16] and many
others. In our multi-integrated moment scheme, the SIAs of the velocity components in the normal di-

rections which are defined on each surface segment of the control volume are employed to compute the

divergence. The pressure in (63) is interpreted as the VIA quantity. In the incompressible case, the frac-

tional step procedure described above resembles the projection method but has different discretizations due

to the use of multi-integrated moments.

Being the thermodynamic quantity that directly drives the fluid motion, pressure is solved implicitly in

the pressure based methodology which removes the singularity in the computation of incompressible flows

and leads to a class of projection methods. The pressure in the complete incompressible case plays a nu-
merical role to eliminate divergence in the velocity field rather than a state variable of thermodynamics as in

the compressible flow. The pressure equation then becomes an elliptic form (63) from its original parabolic

type (10).

Multi-dimensional model for low Mach number and for incompressible flow, which corresponding the

case of C ! 1, will be presented in a separate paper with numerical tests, where we have found that our

numerical model also gave good results to the benchmark tests for the incompressible flow computations.

We will only consider the compressible flows in the present paper.
3. Numerical tests

3.1. Comparisons with existing pressure-correction method

To compare the presented method with other pressure based formulations, we have computed the test

problems in [26], where three tests of 1D compressible flow, namely Sod�s problem, Lax�s problem and non-

stationary contact discontinuity, are used to evaluate the conservative and the non-conservative pressure-
correction schemes of the authors. To make the numerical results directly comparable, our numerical

experiments were carried out with the same conditions as those given in [26]. Fig. 3 are the results of the

present scheme for the Sod�s problem. Compared to Figs. 3 and 4 in [26], it is obvious that the VSIAM3

scheme produces much more accurate solutions than the cited schemes. The shock wave is well resolved

with a correct displacement, and the entropy overshoot across the shock associated with the staggering of

the velocity and the scalar quantities, as mentioned in [26], is not observed in present result. For the 1D

shock tube problem of Lax, the same conclusions can be drawn by simply comparing Fig. 4 with Figs. 6, 7

and 8 in [26]. The non-stationary contact discontinuity was also computed with the results plotted in Fig. 5.
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Compared with the corresponding numerical results in [26], we find that the present scheme gives much

crisper contact discontinuity. This configuration generates only a linear contact wave with a discontinuous
jump in density, which moves at the constant advection velocity given in the initial condition. It is clear that
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the only physical process that functions in this test is the advection. It seems that the fractional step solution

procedure as used in the present method show a merit for handling this type of linear contact waves. The

advection scheme, CIP_CSL3, gives a satisfactory solution. However, it should be also noted that VSIAM3
scheme produced some tiny oscillations in the velocity field, even which is much smaller than those occur

the non-conservative pressure-correction method in [26].

Another issue we should mention is that the first-order upwind scheme was used in the numerical tests in

[26], so the numerical results were very smearing there as expected. Thus, the numerical results of VSIAM3

look distinctly superior. So, it should be also interesting to compare VSIAM3 with other popular schemes

that use high order reconstructions.
3.2. Comparisons with other high resolution methods

Next, we compare VSIAM3 with other high resolution schemes which use higher order interpolation

reconstructions. We chose two representative high resolution shock capturing schemes, a TVD scheme and

a WENO scheme. In the TVD scheme, the MUSCL reconstruction [25], the van Albada limiter [1] and a

two-step time integration are incorporated to the flux difference scheme of Roe [20]. The WENO scheme is

the third-order scheme of Jiang and Shu [13]. The Sod�s 1D shock wave problem [21] was computed on a

400-point grid, and the numerical results are plotted in Fig. 6. The result of VSIAM3 looks competitive to

the other two�s, but gives a more smeared expansion front and a crisper contact discontinuity. The enlarged
parts for shock and contact discontinuity are displayed in Figs. 7 and 8. All schemes accurately reproduced

the shock with a correct position and a compact thickness. The VSIAM3 has a tiny overshoot right after the

shock. Compared to the TVD scheme, the VSIAM3 and the WENO schemes give crisper contact dis-

continuities. It should be noted that the numerical diffusion to the contact discontinuity can be improved

also in the TVD and WENO schemes by separately devised artificial compressions [9,40]. A more detailed

comparison is conducted by examining the l2 errors of the different schemes. As shown in Table 1, the
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overall accuracy of the VSIAM3 lies between the Roe-MUSCL TVD scheme and the third-order WENO

scheme. The convergence with respect to grid refinement can be obtained by comparing the errors on

different grid resolutions. The VSIAM3 converges at a rate similar to the conventional high resolution

schemes.
3.3. Supersonic shock with extremely large pressure and velocity jumps

An extremely strong shock tube problem is computed by VSIAM3 to examine the conservative nature

and the robustness of the scheme. The initial condition is given on the 1D computational domain, 06 x6 1,

as follows:

ðq; u; pÞ ¼ ð1; 0; 1:0� 1010Þ for x6 0:5;
ð0:125; 0; 0:1Þ for x > 0:5:

�
ð64Þ

This initial condition creates a supersonic shock associated with very large jumps in velocity and

pressure. It is a quite severe problem to test not only the stability and robustness, but also the conservation
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of numerical methods, because a non-conservative scheme tends to produce a wrong shock position es-

pecially in the case of strong shock.

A 400-point equally spaced grid is used. The time stepping interval is Dt ¼ 6:29� 10�9, and the CFL
number based on the large velocity is about 0.3. The numerical results at t ¼ 2:5� 10�6 are shown in Fig. 9.

The strong shock with the velocity jump of 1:18� 105 and the pressure jump of 2:1� 109 is accurately

computed with a correct position. This reveals the conservative nature of VSIAM3 as discussed in the

previous section.

The conservation is further examined by summing up the density and the total energy over the whole

computational domain. The variations of the density and the total energy in respect to their initial values of

the whole system are plotted in Figs. 10 and 11. As can be expected, the VIAs of both density and total

energy are exactly conserved, while the SIA quantities experience some fluctuations with an order less than
0:1% in the relative errors.

3.4. High Mach shock tube

This test problem is to examine the performance of VSIAM3 on shocks of high Mach number. The

initial condition is given on the 1D computational domain, 06 x6 1, as follows:
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Table 1

Grid refinement tests of Sod�s problem

N 100 200 400

VSIAM3 2:07� 10�3 7:38� 10�4 3:64� 10�4

Roe-MUSCL TVD 1:49� 10�3 7:69� 10�4 3:97� 10�4

WENO (third order) 1:47� 10�3 6:85� 10�4 3:37� 10�4

Displayed are the errors defined by El2 ¼ 1
N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1ðqn

i � qexact
i Þ2

q
with q being the density and N the number of grid cells.
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ðq; u; pÞ ¼ ð10; 2000; 500Þ for x6 0:5;
ð20; 0; 500Þ for x > 0:5:

�
ð65Þ

Two shocks separated by a contact discontinuity are driven by a supersonic flow of Mach 239. A 400-

point equally spaced grid is used. The time stepping interval is Dt ¼ 5:0� 10�7, and the maximum CFL

number is 0.4. The numerical results at t ¼ 1:75� 10�4 are shown in Fig. 12. Two shocks are well repro-

duced with accurate position, while the contact discontinuity, which develops from the initial uniform
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density field rather than pre-exists, is much smeared than in the case of weak shock. Again, the conservation

of the VIA quantities makes VSIAM3 work well with strong shocks of high Mach number.

3.5. Other benchmark tests

In order to further evaluate the present numerical method, we computed some other numerical tests
suggested in [23] and other literature. The numerical method shows a satisfactory robustness for even severe

cases for a wide range of the Mach number.
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i¼1 ½0Eð0Þiþð1=2Þ�,
E SIA ¼

Pi¼N
i¼1 ½0EðtÞiþð1=2Þ�, E0 VIA ¼

Pi¼N
i¼1 ½xEð0Þi� and E VIA ¼

Pi¼N
i¼1 ½xEðtÞi�, where N is the grid number. The time is scaled by 10�6.
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Fig. 12. Numerical results of a high Mach shock tube problem at t ¼ 1:75� 10�4. The initial condition is given by (65). The plots of

pressure and enthalpy are scaled by 105.
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In the following numerical tests except that of the interaction blast waves, the spatial domain of 06 x6 1

is partitioned equally into 100 mesh cells. The CFL number is set to 0.2 in respect to the maximum ve-

locities in different cases, and the initial conditions are defined by the left-side state ðql; ul; plÞ and the right-

side state ðqr; ur; prÞ as

½qðx; 0Þ; uðx; 0Þ; pðx; 0Þ� ¼ ðql; ul; plÞ for x6 0:5;
ðqr; ur; prÞ for x > 0:5:

�
ð66Þ
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3.5.1. Two symmetric rarefaction waves

Two symmetric rarefaction waves and a zero speed contact wave are generated by the following initial

conditions:

ðql; ul; plÞ ¼ ð1;�2; 0:4Þ;
ðqr; ur; prÞ ¼ ð1; 2; 0:4Þ:

ð67Þ

As mentioned in [23], because the region between the two non-linear rarefaction waves approaches to

vacuum, this test is very useful to evaluate numerical methods for low density flows. The present method

gives a stable numerical solution to this problem. Shown in Fig. 13, the density is well reproduced, while the

pressure is slightly over estimated near the expansion center. The corresponding internal energy has then a

pulse near the center of the low pressure region. It has been observed that this pulse in the internal energy is
commonly produced by the algorithms based on the exact or Osher�s Riemann solver, while the original

Roe�s Riemann solver failed on this test (see [23] for more discussions). Our numerical result is among those

acceptable ones.
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Fig. 13. Numerical results of symmetric expansion fans at t ¼ 0:15. Displayed are density, velocity, pressure and internal energy.
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3.5.2. Mach 3 shock

In this example, a Mach 3 shock is created by the following initial configuration [2]:

ðql; ul; plÞ ¼ ð3:857; 0:92; 10:333Þ;
ðqr; ur; prÞ ¼ ð1; 3:55; 1Þ:

ð68Þ

The solution to this problem is characterized by a strong expansion fan containing sonic point. Shown in

Fig. 14, a well-resolved expansion wave is obtained and the sonic glitch does not appear here. The right

moving shock, which is a small jump in this case, is also identifiable in the numerical solution.

3.5.3. Stationary contact discontinuity

Similar to the moving contact discontinuity shown in the previous subsection, a stationary contact
discontinuity is initially established by setting

ðql; ul; plÞ ¼ ð1:4; 0; 1Þ;
ðqr; ur; prÞ ¼ ð1; 0; 1Þ:

ð69Þ
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Fig. 14. Numerical results of the Mach 3 shock tube problem at t ¼ 0:09. Displayed are density, Mach number, pressure and internal

energy.
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Fig. 15. The density profile of the stationary contact discontinuity at t ¼ 2.
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Fig. 16. Numerical results of two interacting blast waves at t ¼ 0:38. Displayed are density, velocity, pressure and internal energy.
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As can be expected, there should be not any motion. The solution should stay as its initial state. Shown

in Fig. 15, the initial jump in density remains as its initial condition. Other physical quantities remain

constant (not shown here).
3.5.4. Two interaction blast waves

The last test problem is the so called two interaction blast waves suggested in [30]. As discussed in [30],

this problem involves multiple interactions among strong shocks, rarefaction waves and contact discon-

tinuities, and is extremely difficult to solve on a uniform Eulerian grid. The computational domain is

06 x6 1, and the initial conditions are defined as

½qðx; 0Þ; uðx; 0Þ; pðx; 0Þ� ¼
ð1; 0; 1000Þ for x < 0:1;
ð1; 0; 0:01Þ for 0:1 < x < 0:9;
ð1; 0; 100Þ for 0:9 < x < 1:

8<
: ð70Þ

Two reflective walls are imposed at x ¼ 0 and x ¼ 1. We first computed the reference solution by using 1600

grid points. Comparing the numerical results shown in Fig. 16 with those in [30] and in other literature, we

got a overall accurate reference solution where the displacements of the waves are correctly reproduced.

The shocks are resolved sharply. We also observed small spurious oscillations right behind the left moving

shock.

The numerical results with 400 grid points are also plotted in Fig. 16 against the reference solutions. We

find that even with much fewer grid points the present scheme can still give acceptable numerical solutions
with the correct positions of all waves. The major difference in the numerical solutions between 1600 stencils

and 400 stencils is that the rarefaction wave on the left part of the solution is more smeared in the 400-cell

computation.
4. Conclusions

We have presented a formulation for both the compressible and incompressible flows based on both the
VIA and the SIA of the physical variables. A fractional step solution procedure is adopted with a pressure

projection that includes the compressibility of the flow. The VIAs of density, momentum and total energy

are solved in conservative form, which proves to be important to guarantee the correct displacements of the

non-linear waves.

Using both VIA and SIAs of the physical variable enables us to make high order reconstruction with less

mesh stencils. Since the VIA is positioned inside the control volume and the SIAs are on the surface

segments, it is quite convenient to collocate the pressure or other thermodynamic variables with the VIAs of

the velocity components. The pressure field, as we can see from the numerical solutions, are well coupled
with the velocity field even without staggering the variables like those usually adopted in the conventional

projection methods for incompressible flows. Moreover, we do not need the averaging of the velocity

variables onto the staggered grid point for advection computation which is required in the conventional

staggered grid for incompressible flows. However, we should note that since the SIAs are defined on the

surface of a control volume, which are ‘‘staggered’’ in respect to the VIAs, difficulties may arise when

applied to non-Cartesian grids. Nevertheless, the multi-dimensional formulation in a Cartesian grid comes

straightforward. This will be discussed in a separate paper.

The advection scheme, CIP_CSL3, not only gives accurate solutions to the advection computations, but
also provides us a simple device to control the numerical diffusion and artificial compression, thus improves

significantly the numerical solutions. The multi-integrated moment formulation presented in this paper also
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applies to other variants of the CIP_CSL schemes [34,37], and the VSIAM3 can be interpreted as a version

of finite volume scheme of CIP method (FVM-CIP).

We have tested the presented scheme by computing various 1D benchmark problems for compressible
flows. The numerical results show the robustness and the accuracy of the present method for a wide

spectrum of test problems. Thus, we can expect the present method to be practical in many applications. As

mentioned before, switching the present algorithm to the incompressible case is straightforward. The multi-

dimensional formulation and the computations with weak compressibility will be reported in a separate

paper.
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